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Abstract. We investigate the semantics of the causal verbs cause, make, and force as
used in the construction X {caused/made/forced} Y (to) Z. The predominant approach
to analyzing verbs of causing has been to argue that they convey some version of SUF-
FICIENCY, but it has also been suggested that INTENTION or possible ALTERNATIVES

may also factor into the semantics of the verbs. Using sequences of tic-tac-toe states as
experimental stimuli, we measure the three possible contributing factors in each stim-
uli and ask participants whether each verb is appropriate for describing the sequence.
We find experimental support for a differentiating semantics of these verbs, in which
no single predictor is the sole factor in when each verb is appropriate.
Keywords. semantics; causatives; causal models; psycholinguistics

1. Introduction. The predominant approach to analyzing verbs of causing has been to argue that
they convey some version of SUFFICIENCY, which is measured given parameters of a causal situa-
tion (Nadathur & Lauer 2020, Lauer & Nadathur 2018, Glass 2023, Schulz 2011). Notably, some
of this work has leveraged structural causal models (SCMs; Pearl, 2009) to model and make pre-
dictions about how we use these verbs (Baglini & Siegal 2021, Nadathur & Siegal 2022, Schulz
2011). In this paper, we argue that the semantics of causing verbs encode not only sufficiency but
also intention and the number of feasible alternative actions. To support this argument, we pro-
vide experimental evidence for a differentiating semantics of three causing verbs using explicitly-
defined causal models, which enable us to calculate measures derived from the stimuli. We are
thus able to quantify concepts including SUFFICIENCY and use them as predictors of judgements.

Our objects of study are the three English periphrastic causatives cause, make, and force. We
investigate the meaning of these three verbs when used in the linguistic constructions of the form
in (1).

(1) X





caused
made
forced



 Y (to) Z.

where X and Y refer to entities that can be agents, and Z describes an action—e.g. (2).

(2) [The pirate]X forced [the prisoner]Y to [walk down the plank]Z .

These verbs are of interest because they are clearly not interchangeable, in spite of the fact that
they all seem to express a similar kind of causation. Consider the following examples, which were
identified via pre-existing datasets (Cao et al. 2022, Williamson et al. 2023, Davies 2008–) and
modified (where [] indicates insertion/deletion/replacement) for our purposes:

(3) a. A CAT [...] caused himself [to] look as much as possible like a doctor...
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b. A CAT [...] made himself look as much as possible like a doctor... (Fables1)
c. A CAT [...] forced himself [to] look as much as possible like a doctor...

(4) a. He caused cancer in one woman. (SPOK: THE FIVE 5:00 PM EST; 2013)
b. *He made cancer [happen] in one woman.
c. *He forced cancer [to happen] in one woman.

That these verbs appear not to be mutually replaceable is of interest, especially since some
prior experimental work has analyzed them as have similar meanings, e.g. that cause, make, and
force indicate that the causee did not have a tendency towards the result, the causer and causee were
not in concordance, and that the result actually occurred (Klettke & Wolff 2003, Wolff et al. 2005).
There is also extensive work arguing that there are important semantic distinctions between these
three verbs. For example, Nadathur & Lauer (2020), Lauer & Nadathur (2018) argue that make
denotes causal sufficiency, while cause denotes causal necessity. Furthermore, Shibatani (1976)
proposes that periphrastic verbs lay on a continuous scale of directness, with varying degrees of
control and agency exerted by the causer over the causee. Similarly, Childers (2016) argues that
periphrastic causatives can be ordered on a single causee inclination continuum, in which force
denotes the most direct compulsion. This is described as when the causee is non-cooperative, but
has no right of refusal. Evidently, both the concepts of causee inclination and direct compulsion
are related to our previous discussion of sufficiency, since a greater causee inclination requires a
smaller degree of compulsion from the causer to bring about the result, and directly compulsing
the causee to bring about an intended result is completely sufficient for bringing about the result.

Notably, much of this aforementioned work makes use of the logics of structural causal mod-
els (SCMs) from Pearl (2009), which has previously been used to model causal relations between
events as well as their counterfactual values. In our paper, we focus on the constructions X
caused/made/forced Y (to) Z and argue that the relationship between the verbs cause, make, and
force is structured not by sufficiency, intentionality, or alternatives alone, but by some interactions
of (at least) these three. In order to support our argument, we run an experiment in which partic-
ipants’ judgements of when the three verbs are appropriate in describing tic-tac-toe sequences is
predicted by measures defined using the logics of structural causal models (Pearl 2009).

2. Possible scales. Consider examples (5)–(7).

(5) a. I caused Martha to go to the gym by mentioning how the habit has helped me.
b. *I made Martha go to the gym by mentioning how the habit has helped me.
c. *I forced Martha to go to the gym by mentioning how the habit has helped me.

(6) a. I caused Martha to go to the gym by criticizing her physical appearance.
b. ?I made Martha go to the gym by criticizing her physical appearance.
c. *I forced Martha to go to the gym by criticizing her physical appearance.

(7) a. I caused Martha to go to the gym by holding her child hostage.
b. I made Martha go to the gym by holding her child hostage.
c. I forced Martha to go to the gym by holding her child hostage.

1https://www.gutenberg.org/cache/epub/21/pg21.txt
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It appears that the acceptability of the causal verb being used is modulated by several attributes
of the causal relata. Specifically, the examples give rise to the question – what are the significant
differences between the causing events of (5-a) “mentioning how the habit has helped me”, (5-b)
“criticizing her physical appearance”, and (5-c) “holding her child hostage”? There are multiple
possible analyses – one approach is that (5-c) affects the patient’s space of safe alternatives in a
way that (5-a) and (5-b) do not. That is, in the worlds of (5-a) and (5-b), Martha can choose not
to go to the gym without drastic consequences. In contrast, in the worlds of (5-c), Martha’s child
might be killed (if the narrator is truthful). Relatedly, then, the causing events of (5-a), (5-b), and
(5-c) can also be characterized by varying on how sufficient each was in bringing about the effect
of Martha going to the gym. Intuitively, (c) is most sufficient in bringing about the effect. Finally,
a possible characterization of (5-a)–(5-c) is that the agent of each varies in how intentional they
were for the occurrence of the effect. Naturally, the agent in (5-c) seems drastically committed to
causing Martha to go to the gym, moreso than the narrators of (5-a) and (5-b).

Based on the aforementioned examples and literature, we postulate that these causatives have a
semantics built around threshold values on a continuous scale. We consider three measures that are
relevant features of causal relationships based on our previous discussion: number of alternatives
(ALT), intention (INT), and sufficiency (SUF).

2.1. STRUCTURAL CAUSAL MODELS. How can we quantify these concepts? A natural choice
is to use games – particularly, the highly constrained, zero-sum game of tic-tac-toe. At every
sequence of consecutive moves, the second player had some number of alternatives to the move
they ended up taking, the first player intended the second player to make the move it did to some
degree, and the first player’s move was, to some degree, sufficient for bringing about the second
player’s action. Previous work such as Hammond et al. (2023) has instantiated examples of games
in the framework of structural causal models (SCMs; termed structural causal games) for the
purpose of formalizing agents and their interactions within a grounded, incentivized situation;
furthermore, other work such as Halpern & Kleiman-Weiner (2018), Nadathur & Lauer (2020),
Lauer & Nadathur (2018) and Pearl (2019) has defined concepts such as sufficiency and intention
within this framework. Thus, we can use SCMs to measure values of alternatives, intention, and
sufficiency in tic-tac-toe sequences, which we then use as predictors in participant judgements of
when cause, make, and force are accurate in describing the sequences.

We define structural causal models in the sense of Pearl (2009). SCMs carve up causal rela-
tionships into a discrete set of independent and dependent variables, with defined mechanisms that
structurally define variables’ relationships with one another.2

Definition 1 (Structural Causal Models). We define a time-indexed causal modelM to consist
of:

• Exogenous Variables (U) where each variable Xt has an associated set of values it can take
on Val(Xt). Exogenous variables have no parents.

• Endogenous Variables (V) where each variable Yt has an associated set of values it can
take on Val(Yt) and a timestep t ∈ {0, 1, 2, . . . }. Endogenous variables have parents.

2The following definitions are also used by Cao et al. (2023) for developing a semantics of causing, enabling, and
preventing verbs.
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• Causal Structure (F) represented by arrows running from “parent” variables to “child”
variables, which also encode a node’s value based on the value of its parents. We require
that all parents immediately precede their children. Equivalently, if Pt is a parent of C ′t, then
t = t′ − 1.

The relevant operation of causal models is an intervention, which fixes the value(s) of some
variable(s). This action may have downstream changes, but can not affect upstream variables. This
term is useful for our later definition of sufficiency.

Definition 2 (Interventions). An intervention I← i is a partial setting i of variables I. A proposi-
tion ϕ is true under an intervention, written I← iφ, if φ is true in the model identical toM except
the causal mechanisms of I are set to be constant functions mapping to the values in i.

Thus, a probabilistic SCM is a vanilla SCM with a probability distribution across exogenous
variables (P). In this treatment of introducing probability into a causal model, the uncertainty is
“pulled out” (Halpern 2016) of the endogenous variables and inserted into exogenous variables,
such that the result is a distribution over possible deterministic settings of the model.

2.1.1. A CAUSAL MODEL OF TIC-TAC-TOE. For our purposes, consider a basic probabilistic
causal model that describes the machinations of tic-tac-toe between two agents, Player X and
Player O. We haveMttt = (U ,V ,F ,P), where every setting of U delineates possible unfoldings
of a tic-tac-toe game based on external factors (e.g., player knowledge) and V = Board, where
Board = {Bl

t : 0 ≤ t, l ≤ 8} (indicating time and location indices). Additionally, at each
timestep t, the board-state at t is specified by valuations of all nine assignments of l at t. These
valuations are done considering F : ∀z ∈ Bl

t, z ∈ {X,O, EMPTY}. F delineates the causal
mechanisms of tic-tac-toe, namely that (1) X always makes the first move, (2) X and O alternate
turns, and (3) the game continues until either (a) a player is able to win by placing three in a row
(including horizontally, vertically, and diagonally), or (b) ∀z ∈ B, z ̸= EMPTY. Furthermore, P
encodes information about ρ – that is, how likely the players choose the highest-utility move. The
highest-utility move given a board-state can be calculated using the minimax algorithm, as depicted
in Figure 1. The minimax algorithm assumes two players – a player that attempts to maximize
their possibility of winning, and a player that attempts to minimize the possibility of the former
player winning. Each possible terminal board state is given a utility score, which we define to be
Winner × (EmptySpace + 1), where Winner is −1 if O wins, 0 if it is tie, and +1 if X wins,
while EmptySpace is the number of empty spaces left on the board at the time of the terminal
board state. The latter half of the expression ensures that games that are won earlier are favored.
For the sake of assuming an imperfect and probabilistic player, if there is more than one possible
transition from t to t+1, the agent takes move argmax(Utilityt) or argmin(Utilityt) depending
on if it is X or O’s play with probability ρ + 1−ρ

n
where n is the number of empty spaces, and for

all other moves take those with probability 1−ρ
n

. Altering the probabilities of possible choices to
reflect a uniform distribution might reflect a less skilled player, or comparatively ρ = 1.0 might
reflect the plays of a professional player.

2.2. ALTERNATIVES. Firstly, previous work (Frankfurt 1969, Pereboom 2000) argues that the
number of alternative actions available to the causee can distinguish between causal relationships
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Figure 1: Iterating through a partial game using the minimax algorithm, where maximizer= X and
minimizer= O. Assuming ρ = 0.8, P (X wins) = 0.82 at t = 5.

in which the causer is (or is not) culpable for the action taken by the causee. This is also related
to Lewis (1973)’s argument where actual causation is determined by looking at nearby possible
worlds. Furthermore, and related to our upcoming discussion of intention, previous work (Halpern
& Kleiman-Weiner 2018) has argued that an action taken by an agent when the agent could not do
otherwise can never be intentional. This feature is also of interest for differentiating the semantics
of causal verbs, since it provides the contrast in (8).

(8) a. The child was made to get into the car, although she could’ve chosen to do otherwise.
b. ?The child was forced to get into the car, although she could’ve chosen to do otherwise.

In tic-tac-toe, a higher number of empty squares signifies a higher degree of freedom and a
lesser degree of influence of the causer, while a lower number of empty squares indicates fewer
alternatives, suggesting a stronger influence. In this way, the number of potential moves in a tic-
tac-toe board-state can be a rudimentary yet illustrative measure to concretize the continuum of
causal influence denoted. So, our first measure ALT, which we expect to factor into the predictions
of participant judgements of when cause, make, and force are acceptable, quantifies the number of
alternative actions available to the causee.

Our upcoming experiment makes use of tic-tac-toe games as stimuli. In three-state tic-tac-toe
sequences as in Fig. 2a, ALT is measured as the number of alternative actions the agent could have
taken, excluding the action that was actually taken. So, ALT(Y1) = 5.

2.3. INTENTION. Secondly, the concept of intention has been argued to be related to alternatives
(Widerker & McKenna 2003) and also relevant for distinguishing causal situations (Copley 2018).
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Figure 2: Examples of three-state tic-tac-toe sequences

Consider the following sentences:

(9) a. John caused the children to dance, but he didn’t intend for the children to dance.
b. John made the children dance, but he didn’t intend for the children to dance.
c. John forced the children to dance, but he didn’t intend for the children to dance.

The intuition is that it is easiest to imagine a situation where (9-a) is true, then perhaps a bit
more difficult to imagine a situation where (9-b) is true, and most difficult to imagine a situation
where (9-c) is true. We can also see that these sentences are more acceptable with a hedge such as
accidentally modifying the main verbs as in (10).

(10) a. John accidentally caused the children to dance. He didn’t intend for the children to
dance.

b. John accidentally made the children dance. He didn’t intend for the children to dance.
c. John accidentally forced the children to dance. He didn’t intend for the children to

dance.

Building on this intuition, our second measure (INT) is a simplified version of the ‘degree of
intention’ proposed by Halpern & Kleiman-Weiner (2018), which is defined within the framework
of structural causal models. First, assume a causal modelM, a partial setting of the variables in
M, u⃗, an action a⃗, a goal g⃗, and a utility function u(wM, A ← a⃗, u⃗). Let u′(wM, A ← a⃗, u⃗) =
eu(wM,A←a⃗,u⃗), so that an agent’s expected utility is strictly positive. Formally, our definition of INT
is:

INT(M, a⃗, g⃗,u′) =
Pr((M, u⃗) |= (A = a⃗ ∧G = g⃗))u′(wM, A← a⃗, u⃗)∑
(M,u⃗)∈θ:(M,u⃗)|=(A=a⃗′∧G=g⃗) Pr(M, u⃗)u′(wM, A← a⃗′, u⃗)

In prose, INT is the probability that an action performed in a state will result in the desired
outcome, normalized by the probability of all alternative actions that would have resulted in the
same outcome. First, we scale the utility values by the probability of the desired outcome relative
to that action. Then, we normalize over all possible utility valuations (for actions for which the
goal-state remains a possibility) to consider for comparative cases.

This definition captures our intuition that with respect to our tic-tac-toe examples in fig. 2a
and fig. 2b, in the statement Player O placed at location 2, Player O is more intentional in taking
this action in Z1 than in Z2. Specifically, any alternative to Player O placed at location 2 in fig. 2a,
e.g. Player O placed at location 5, would make it highly probable that Player X wins at the next
time-step, thereby largely decreasing the probability of reaching the goal-state of Player O. The
same is not true for fig. 2b. More generally, our definition takes into consideration that the degree
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of intention is higher when the chosen action is more critical to achieving the desired outcome
compared to alternatives. Since our goal is to use this measure as a predictor measured across
tic-tac-toe sequences, where one “goal” (i.e., winning) is as morally good as another, we do not
take into consideration side cases involving morality (Knobe 2003) that were central to Halpern &
Kleiman-Weiner (2018)’s definition.

2.4. SUFFICIENCY. Thirdly, the notion of causal sufficiency has been well-represented in previ-
ous literature on causal verb selection – Glass (2023) argues that cause entails local sufficiency,
while Nadathur & Lauer (2020) and Lauer & Nadathur (2018) argue that make conveys causal suf-
ficiency. As suggested by force-theoretic work on causative verbs (Copley & Harley 2015, Talmy
1988, Wolff 2007), this distinguishes between causing and enabling verbs. Consider the following
examples.

(11) a. The pirate made the prisoner walk down the plank.
b. The pirate let the prisoner walk down the plank.

We can say with certainty that the prisoner walks down the plank in (11-a), while it is less clear
whether this result is guaranteed in (11-b). Thus, our third model (SUF) is Pearl (2019)’s “probabil-
ity of sufficiency”, which is defined as the probability that an event would be sufficient to produce
an outcome. Descriptively, SUF denotes the capacity of C to produce the outcome E in situations
where the agent of C did some action other than the one encoded in C. Intuitively, Player X plac-
ing at location 1 in Y1 is more sufficient in bringing about Player O placing at location 2, than
Player X placing at location 7 in Y2 is for bringing about the same. This is because in sequences
where settings Y1 and Y2 don’t result in Player O placing at location 2 at the next time-step, it
is more likely that Y1 will eventually lead to Player O placing at location 2 to block X’s clear
three-in-a-row than Y2, which does not present that danger to Player O.

Within the framework of SCMs, Pearl (2019, 2009) proposes the Probability of Sufficiency
(SUF) mainly to explain why in the case when the presence of oxygen and a lit match are necessary
for the occurrence of a fire, it is more felicitous to say that The lit match caused the fire than The
oxygen caused the fire. As Pearl (2019) writes, the judgement is so because the presence of a lit
match is more likely to be sufficient for the fire than the presence of oxygen. Assume that we have
a causal modelM, a causer action x⃗ ̸∈ u⃗, where u⃗ is a partial setting of the variables inM, and
a causee action y⃗. Furthermore, u⃗ should have variable assignments for X and Y (where X ̸= x⃗).
Then, SUF is defined as:

SUF(M, x⃗, y⃗, u⃗) = Pr(wM,u⃗,Y=y⃗ | wM,u⃗,X←x⃗),

which is how likely it is for Y to become Y = y⃗ if X were to counterfactually change from X ̸= x⃗
to X = x⃗. Thus, SUF quantifies the ability of X = x⃗ to produce the outcome Y = y⃗ in situations
where Y ̸= y⃗. Performing this calculation requires a three step process: abduction (updating
the prior probabilities in light of M and u⃗), action (intervening on X), and prediction in which
we calculate the probability of Y = y⃗ given the updated variable values. Note that although the
definition of SUF does not explicitly take into account the utility of an action, our implementation
of probability across the tic-tac-toe game-tree does.

Going back to the examples from fig. 2, observe that “Player X forced Player O to place at
location 2” is more felicitous in fig. 2a than fig. 2b. Recall that we predict a higher degree of
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sufficiency to be somehow correlated with a higher degree of acceptability of force. Assume the
notation that B0 . . .B8 refers to each gridcell of a tic-tac-toe state and can take on values from
{X,O, Empty}. To support our prediction about the acceptability of force, we want to compare
the abilities of (1) B1 = X in producing B2 = O and (2) B7 = X in producing B2 = O from fig. 2.

With regards to (1), recall that our context u⃗ cannot include B1 = X . So, assume the context is
Y2 from fig. 2b, which is Y2 = (B0 = X)∧ (B6 = O)∧ (B7 = X). However, after conditioning to
have B2 ← X , we end up with variable settings equivalent to Y1. Then, SUF(Mttt,B1 = X,B2 =
O, Y2) = 1.0 in the case of ρ = 1.0 (where ρ is the probability that the players choose the highest-
utility move). It is clear that B2 = O is the highest-utility move in this case because otherwise,
Player O would lose.

Next, we compare this with (2), the probability that B7 = X produces B2 = O. We make
the context of this Y1. However, after conditioning to have B7 = X , we have Y2. According to
the minimax algorithm (see details in section 2.1), the next best move for PlayerO is now either
location 2 or 8. Assuming the same ρ, the probability of sufficiency of Y2 to produce B2 = O is
thus 0.5. Since the probability of sufficiency for Player X’s move for producing Z2 is greater than
the probability of sufficiency for the same move to produce Z1, this aligns with our intuition that
the expression “Player X forced Player O to place at location 2” is more felicitous in fig. 2a than
fig. 2b.

There is, however, an exception to this prediction. Assume instead that ρ = 0.0, meaning
that the players choose their next move at random (e.g. assume that the players are infants). Then
SUF(Mttt,B1 = X,B2 = O, Y2) = SUF(Mttt,B7 = X,B2 = O, Y2) and the prediction is that
neither expression should be preferred.

3. Current experiment. In this experiment, we test the three measures described above by creat-
ing a dataset of tic-tac-toe games encoding a range of ALT, INT, and SUF values, and evaluating
their ability to predict the judgments. The data, analysis scripts, and experimental materials can be
accessed here.

3.1. STIMULI. In order to generate the 30 stimuli, we first generated 21 full games of tic-tac-toe
using a simulated player-and-opponent ran to fulfill a 5x5 design. The first dimension was how
many turns it took for the game to complete, measured by the number of empty spaces δ remaining
at the end of the game with δ ∈ {1, 2, 3, 4, 5}. The second dimension measured how optimal ρ
each player was in selecting the highest-utility play as calculated via the minimax algorithm, with
ρ ∈ {0, 0.25, 0.5, 0.75, 1}. This results in 21 games (and not 25) because it is unlikely that a game
continues until all squares of a tic-tac-toe board are filled unless ρ = 1.

Each possible 3-frame sequence from these 21 games were collected in order to create a set
of 128 3-step frames. These 128 possible stimuli were then annotated with ALT, SUF, and INT
values. Since SUF and INT values skewed towards the lower end of the scale, and since we are
primarily interested in SUF and INT instances towards the higher end of the scale, we define a
process to select stimuli where SUF and INT values differ the most, as well as cover the entire
range of SUF and INT values. We first calculate the absolute difference between the SUF and INT
values for each stimuli. Then, we define two sets of ten bins between 0 and 1 and assign each SUF
and INT value into one of these bins. For each bin, we select 3 stimuli with the highest differences
in SUF and INT values. This results in 30 stimuli. In order to artificially grow this set to 60, we
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rotate each game board 90◦ clockwise in order to increase the diversity of the target set.

3.2. PARTICIPANTS. 109 native English speakers from the US and UK were recruited from Pro-
lific. 19 participants were excluded from our analysis for failing at least one of two attentions
check that asked whether a specific location was placed with a marker, given an image. Out of
the remaining 90 participants, age: Mean = 36.1, SD = 14.53; gender: 50 female, 38 male, 2
non-binary. Each participant was provided with an introduction to the study and had to pass a
simple comprehension question about tic-tac-toe to continue. Failing the comprehension check
brought the participants back to the introductory instructions, after which they could re-attempt
the comprehension question. Of those that passed the attention checks and comprehension ques-
tions, participants took on average 7 minutes and 18 seconds (SD = 3 minutes 42 seconds) to
complete the task and were compensated 1.2 GBP.

Figure 3: Example of experiment question

3.3. PROCEDURE. Participants were first shown a simple explanation of the rules for tic-tac-toe,
and then presented with a comprehension question which asked the participant to select the “most
likely” next move for a player that must choose a specific location in order to avoid losing. After
answering this correctly, participants were presented with 20 pages that had one question each,
where one page included both a tic-tac-toe stimulus and a sentence using one of the three causal
verbs. The participants were asked to select whether the sentence using cause, make, or force was
“Accurate” or “Inaccurate” in describing the stimulus. An example is shown in fig. 3.

Of the 20 questions, two were attention checks. The attention checks were designed to ap-
pear like the target questions, except participants were asked whether a player placed at a certain
location.

4. Results & Analysis. Firstly, we find that holding the set of stimuli constant, participants were
less likely to determine made than caused as accurate in describing a scenario, and less likely to
determine forced than made as accurate (fig. 5). However, it was not the case that each stronger
predicate’s use was a subset of its weaker relatives, and so it is not clear whether these verbs lie
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Figure 4: Proportion of “Yes” with 95% CIs

Figure 5: Probability of a “yes” rating as a function of each pair of ALT, SUF, and INT

in an asymmetric entailment relation (de Marneffe et al. 2010). Moving on, we first note that the
anticorrelation between SUF and ALT is extremely strong (−0.81), which causes collinearity. This
is somewhat expected, since the smaller number of alternatives that the causee has, the more suffi-
cient the causer’s action is for bringing about the result. To ensure stable coefficient estimates, we
residualize SUF by ALT. This means that we take the vertical distance from the line to each of those
points as using that distance as the predictor, rather than including the probability of sufficiency
itself. The resulting predictor (SUFresidALT) is interpreted as capturing all the information that
SUF provides that is not shared with ALT. We fit multiple Bayesian regressions with a Bernoulli
family, using participant judgements as the outcome variable. In our first model (I; full model re-
sults in table 2), we include a full three-way interaction between the value of verb, INT, ALT, and
SUFresidALT, as well as random effects for verb and participant. The random effects
accounts for variability at the verb and participant levels. In our second model (II), we include all
two-way interactions but exclude the three-way interaction between the continuous variables, but
otherwise keep the random effects present in (I). In our third model (III), we do not include inter-
actions between verb and the continuous variables, but keep the three-way interaction among the
continuous variables (SUFresidALT, INT, SUF) as well as the categorical verb predictor and
the random effects present in (I). Our last model (IV) includes only two-way interactions among
the continuous variables and excludes the three-way interaction, but keeps the categorical verb
predictor and the random effects present in (I).

We then compare these four models. We first find that the difference in ELPD (expected log
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predictive density) between model III and model IV is −20.9, with a SE of 6.6. Since III has
a higher ELPD, it is the better model. The large negative difference suggests that dropping the
three-way interaction among the continuous variables (as in IV) significantly reduces the model’s
predictive accuracy. This means that the interactions between SUFresidALT, INT, and SUF
provides important information for optimizing predictions of when participants describe uses of
cause, make, and force as accurate. Next, the difference in ELPD between I and II is −21.8, with
a SE of 7.1. I has a higher ELPD, indicating that it is the better model. Again, removing the three-
way interaction among the continuous variables (in II) significantly reduces the model’s predictive
performance. Finally, we compare models I and III. The difference in ELPD between III and I is
−3.1, with a SE of 4.8. The difference is relatively small and the SE is larger than the absolute
difference, meaning this difference is not significant. Therefore, both models perform similarly,
with no clear advantage of including the interactions between verb and the continuous variables
as in the full model (I).

Firstly, every standard deviation increase in INT causes the log-odds of a “yes” for cause to
go up by ∼ 0.5. This means that a stimuli with a higher degree of INT is more likely to have
cause, make, and force rated as accurate. Also, every standard deviation increase in residualized
SUF predictor causes the log-odds of a “yes” for cause to go up by∼ 1.2, which is more than twice
the size of the effect of INT. So, a higher degree of residualized SUF increases the probability of
accuracy much more than increasing INT does. Next, every standard deviation increase in ALT
causes the log-odds of a “yes” for cause to go down by ∼ 0.8. It is expected that this effect is in
the opposite direction than the other two predictors, since ALT is anticorrelated with SUF. We also
note that when ALT matches in sign with residualized SUF or INT, the log-odds of a “yes” for
cause goes up ∼ 0.5 in the produce of standard deviations.

Interestingly, there is a comparatively large and reliable interaction between the made level
of verb with residualized SUF and INT, unlike the other levels of verb. The same observation
holds for the verb cause, and the interaction between SUFresidALT and ALT, as well as INT
and ALT (see the highlighted rows in table 2). These interactions suggest that made has some
additional semantic component that is also a function of SUF and INT, that is not present in the
other verbs. The same possibility holds for cause and its notable interactions. In order to explore
this in more detail, we fit three additional models for each verb. After subsetting the data by verb,
model V predicts participants’ judgments of stimuli that use the verb caused by including three
continuous predictors (as fixed effects), along with their interactions. The model also includes
random intercepts for participant to account for variability in individual responses. Model
VI and VII are similar, except VI only pertains to stimuli that use made, and VII only pertains to
stimuli that use forced (see all complete model results in tabs. 3–5).

As we expect, all three models reliably use our three continuous measures as predictors of
participant judgements of each verb. More interestingly, each verb has a unique combination of
interactions that are reliable (see tab. 1). In model V, the interactions of continuous predictors that
are reliable for cause are firstly, the interaction between SUFresidALT and ALT; secondly, the
interaction between INT and ALT; and thirdly, the three-way interaction between SUFresidALT,
INT, and ALT. As for made in model VI, surprisingly, the interactions that are reliable are not
reflected in the original full model (I). The reliable predictors for judgements of made include the
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caused made forced
SUFresidALT:INT - + -
SUFresidALT:ALT + + +
INT:ALT + + +
SUFresidALT:INT:ALT - - -

Table 1: Estimates of interactions’ intercepts by verb. Light grey indicates an unreliable effect.

interaction between SUFresidALT and ALT, as well as SUFresidALT, INT, and ALT. Finally,
in model VII, the interaction between SUFresidALT, INT, AND ALT are reliable.

5. Discussion. To begin, our results support the prediction that intention, sufficiency, and possi-
ble alternative actions factor into the semantics of the causal senses of cause and force, which is
demonstrated by the reliable intercepts for these level of verb in model I. Furthermore, each con-
tinuous measure shows as reliable in this model. It is less clear whether this holds for made since
its credible interval includes 0 in the full model (I). However, we observe that the smaller made-
specific model (VI) reliably uses all three of SUFresidALT, INT, and ALT as predictors. The
uncertainty in model I may originate from a variety of factors – for example, even interactions that
are reliable for made, such as its interaction with SUFresidALT and INT, have wide credible
intervals (0.02 to 0.87), which may contribute to higher overall uncertainty. Although the results
for made are unclear, it seems unlikely that the concepts do not at all contribute to the semantics
of made. Regarding alternatives, e.g., consider one participant of our task’s post-survey comment:

“If there were multiple options, [i.e.] more than one blank spot where the player could
select, [...] I made an assumption that “forced” or “made” were inaccurate.”

Evidently, participants take into consideration the number of alternatives that a causee has when
judging the accuracy of make.

Taking a wider view, that each verb takes a unique combination of interactions supports the
argument that these components convey distinct information to our models of participant judge-
ments. Furthermore, the semantics of each verb takes into consideration a unique blend of each
concept. It is also interesting to observe that cause, make, and force have a decreasing number
of reliable interactions that are used as predictors. Speculatively, these results seem to convey
that what we perceive as increasing “force” in these verbs is actually a conglomerate of multiple
factors.

To conclude, our work has provided experimental support for our hypothesis that causal verbs
such as cause, make, and force exhibit distinct and nuanced semantics, which are shaped by a
combination of factors including sufficiency, intention, and alternatives. Through our experimental
analysis, we demonstrated that no single predictor, such as sufficiency alone, fully determines the
appropriateness of these verbs. Instead, the interactions between these factors play a unique role
in determining how participants judge the accuracy of each of these verbs in describing various
causal scenarios.
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Appendix

Parameter Estimate Est. Error l-95% CI u-95% CI
Intercept -0.43 0.15 -0.74 -0.14
verbforced -0.67 0.21 -1.08 -0.26
verbmade -0.25 0.19 -0.61 0.11
SUFresidALT 1.19 0.16 0.89 1.50
INT 0.54 0.13 0.28 0.81
ALT -0.82 0.14 -1.11 -0.55
SUFresidALT:INT -0.30 0.16 -0.61 0.02
SUFresidALT:ALT 0.44 0.16 0.13 0.76
INT:ALT 0.50 0.18 0.16 0.86
verbforced:SUFresidALT 0.09 0.23 -0.36 0.55
verbmade:SUFresidALT -0.32 0.22 -0.74 0.10
verbforced:INT 0.11 0.20 -0.28 0.51
verbmade:INT -0.11 0.19 -0.47 0.25
verbforced:ALT 0.10 0.21 -0.34 0.52
verbmade:ALT 0.05 0.19 -0.33 0.44
SUFresidALT:INT:ALT -0.72 0.19 -1.07 -0.35
verbforced:SUFresidALT:INT 0.32 0.23 -0.15 0.77
verbmade:SUFresidALT:INT 0.45 0.22 0.02 0.87
verbforced:SUFresidALT:ALT -0.34 0.24 -0.80 0.13
verbmade:SUFresidALT:ALT -0.03 0.22 -0.46 0.40
verbforced:INT:ALT -0.40 0.30 -1.00 0.19
verbmade:INT:ALT -0.39 0.25 -0.87 0.11
verbforced:SUFresidALT:INT:ALT -0.42 0.29 -0.99 0.15
verbmade:SUFresidALT:INT:ALT 0.26 0.26 -0.24 0.76

Table 2: Parameter estimates for model I.
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Parameter Estimate Est. Error l-95% CI u-95% CI
Intercept -0.46 0.15 -0.76 -0.17
SUFresidALT 1.21 0.17 0.90 1.54
INT 0.54 0.14 0.27 0.82
ALT -0.83 0.14 -1.13 -0.56
SUFresidALT:INT -0.28 0.16 -0.60 0.04
SUFresidALT:ALT 0.46 0.17 0.14 0.79
INT:ALT 0.52 0.18 0.16 0.89
SUFresidALT:INT:ALT -0.71 0.19 -1.07 -0.35

Table 3: Parameter estimates for model V.

Parameter Estimate Est. Error l-95% CI u-95% CI
Intercept -0.65 0.14 -0.93 -0.39
SUFresidALT 0.87 0.15 0.58 1.17
INT 0.44 0.13 0.19 0.69
ALT -0.74 0.13 -1.00 -0.50
SUFresidALT:INT 0.16 0.15 -0.13 0.45
SUFresidALT:ALT 0.41 0.15 0.12 0.70
INT:ALT 0.09 0.17 -0.23 0.43
SUFresidALT:INT:ALT -0.44 0.17 -0.78 -0.10

Table 4: Parameter estimates for model VI.

Parameter Estimate Est. Error l-95% CI u-95% CI
Intercept -1.13 0.17 -1.48 -0.80
SUFresidALT 1.26 0.18 0.92 1.61
INT 0.63 0.15 0.35 0.92
ALT -0.70 0.17 -1.04 -0.38
SUFresidALT:INT -0.01 0.17 -0.34 0.32
SUFresidALT:ALT 0.08 0.18 -0.27 0.42
INT:ALT 0.12 0.24 -0.35 0.59
SUFresidALT:INT:ALT -1.15 0.23 -1.61 -0.71

Table 5: Parameter estimates for model VII.
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